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Real Life 

Applications of AI 



https://www.uva.nl/en/shared-content/faculteiten/en/faculteit-der-rechtsgeleerdheid/news/2023/02/childcare-benefit-scandal-transparency.html?cb

https://spectrum.ieee.org/artificial-intelligence-in-government

https://www.uva.nl/en/shared-content/faculteiten/en/faculteit-der-rechtsgeleerdheid/news/2023/02/childcare-benefit-scandal-transparency.html?cb
https://spectrum.ieee.org/artificial-intelligence-in-government


https://www.nytimes.com/2023/08/06/business/facial-recognition-false-arrest.html

https://www.nytimes.com/2023/08/06/business/facial-recognition-false-arrest.html


https://www.theguardian.com/us-news/2023/sep/05/san-francisco-cruise-robotaxi-death-ambulance

https://www.theguardian.com/us-news/2023/sep/05/san-francisco-cruise-robotaxi-death-ambulance


https://www.theguardian.com/us-news/2025/may/31/cbp-dna-collection-children-immigrants

https://www.theguardian.com/us-news/2025/may/31/cbp-dna-collection-children-immigrants


https://www.wired.com/story/google-responsible-ai-principles/

https://www.wired.com/story/google-responsible-ai-principles/


Ethical Principles for AI



OECD AI Principles Overview

https://oecd.ai/en/ai-principles

https://oecd.ai/en/ai-principles


https://www.oecd.org/en/topics/ai-principles.html

● The OECD Recommendation on AI is the first

intergovernmental standard on AI. Today, there

are 47 adherents to the Principles.

● By May 2023, governments reported over 1000

policy initiatives across more than 70

jurisdictions in the OECD. AI national policy

database that follow the OECD AI Principles.

https://www.oecd.org/en/topics/ai-principles.html


UNESCO Recommendation on the Ethics of Artificial Intelligence

● UNESCO produced the first-ever global standard on AI

ethics – the ‘Recommendation on the Ethics of Artificial

Intelligence’ in November 2021. It is applicable to all 194

member states of UNESCO.

● The Recommendation interprets AI broadly as systems with

the ability to process data in a way which resembles

intelligent behaviour.

● Central to the Recommendation are four core values which

lay the foundations for AI systems that work for the good of

humanity, individuals, societies and the environment:

human rights and human dignity, living in peace, ensuring

diversity and inclusiveness, environment and ecosystem

flourishing.



https://www.unesco.org/en/artificial-intelligence/recommendation-ethics

UNESCO - A human rights approach to AI

https://www.unesco.org/en/artificial-intelligence/recommendation-ethics






The aim of the Guidelines is to promote Trustworthy AI.

Trustworthy AI has three components, which should be

met throughout the system's entire life cycle:

(1) it should be lawful, complying

with all applicable laws and

regulations

(2) it should be ethical, ensuring

adherence to ethical principles and

values and

(3) it should be robust, both

from a technical and social

perspective since, even with

good intentions, AI systems

can cause unintentional harm.



National Initiatives and 

Policy Trends 



AI PRINCIPLES

1. Proportionality

2. Safety and Security

3. Fairness

4. Privacy

5. Transparency and Explainability

6. Responsibility and Accountability

7. Data Sovereignty

8. Multi-Stakeholder Governance

National Artificial Intelligence Strategy is

Türkiye's first national strategy document in the

field of artificial intelligence.



Taking into account the recent developments in the field of AI and the

12th Development Plan, the Action Plan has been updated as the

2024-2025 Action Plan.



● The document outlines concrete actions aimed at

transforming Türkiye’s education system to meet the

demands of the age of artificial intelligence. The

policy steps included in this plan are designed to

promote the sustainable and ethical use of AI in

education, thereby creating a more inclusive, high-

quality, and future-ready learning ecosystem.

● The planned initiatives encompass the training of AI

experts in Türkiye, the enhancement of public AI

literacy, and the development of AI-based

educational materials.

● Furthermore, with the integration of AI into

educational processes, the plan aims to strengthen

the digital competencies of both students and

teachers, and to establish more efficient,

personalized learning environments.

ARTIFICIAL INTELLIGENCE IN EDUCATION: 

POLICY DOCUMENT AND ACTION PLAN 

(2025–2029)

Ministry of National Education





1. Competence

2. Integrity

3. Impartiality

4. Transparency

5. Confidentiality and Security

6. Accountability

7. Executive Responsibility

Board of Ethics for Public Servants

Principle Decision No. 2024/108

(Ethical Conduct Principles That Public Servants Must Follow in the Use of Artificial Intelligence Systems)



● The right to protection of human dignity should be

respected by safeguarding human rights and

fundamental freedoms. (General Recommendations)

● Possible adverse consequences on human rights and

fundamental freedoms should be assessed, and a

precautionary approach based on appropriate risk

prevention and mitigation measures should be adopted.

(Recommendations for Developers, Manufacturers and

Service Providers)

● The role of human intervention in decision-making

processes should be ensured. The freedom of individuals

not to rely on the results of the suggestions provided by

AI applications should be protected. (Recommendations

for Decision Makers)



Human Rights and AI: 

Areas of Concern



“The London police have deployed facial recognition during protest actions in 

support of Palestine and Israel over the last weekend to identify people bearing 

“offensive placards and banners” and committing other types of offenses.”

https://www.biometricupdate.com/202401/london-police-deploy-facial-recognition-during-palestine-and-israel-protests

Relevant rights in question: 

Freedom of speech, right to 
assembly, right to privacy including 

rights related to personal data 
protection.

https://www.biometricupdate.com/202401/london-police-deploy-facial-recognition-during-palestine-and-israel-protests


https://timesofindia.indiatimes.com/technology/tech-news/elon-musks-ai-startup-xai-has-made-it-mandatory-for-employees-to-install-spy-software-on-their-

laptops/articleshow/122442951.cms

Relevant rights in question: 

right to privacy including rights related to personal data protection, right to fair and just 

working conditions.

https://timesofindia.indiatimes.com/technology/tech-news/elon-musks-ai-startup-xai-has-made-it-mandatory-for-employees-to-install-spy-software-on-their-laptops/articleshow/122442951.cms


● Right to privacy (including personal data 

protection with relevance to the AI systems)

● Freedom of expression 

● Right to have a fair trial

● Right to assembly 

● Right to education 

● Right to asylum 

● Right to fair and just working conditions 

● Right to access preventive care 

● ...

Related Fundamental Rights (Not exhaustive)

How are they protected?



Right International Instrument

Right to privacy
Article 8 – ECHR

Article 12 - UDHR

Freedom of expression
Article 10– ECHR

Article 19 - UDHR

Right to a fair trial
Article 6– ECHR

Article 10- UDHR

Right to assembly
Article 11– ECHR

Article 20- UDHR

Right to education

Protocol No. 1, Article 2 –

ECHR

Article 26- UDHR

ICESCR Art. 13

Right to asylum
Article 14- UDHR

1951 Refugee Convention

Right to fair and just 

working conditions

Article 23(1) – UDHR

ICESCR Art. 7

Right to access preventive 

care

Article 25- UDHR

ICESCR Art. 12



The Universal Declaration of Human Rights (UDHR)

- Not legally binding but considered a part of customary international law and therefore

universally obligatory.

- The International Court of Justice Statute defines customary international law in Article 38(1)(b)

as "a general practice accepted as law"

- Article 12 of UDHR states: «No one shall be subjected to arbitrary interference with his

privacy, family, home or correspondence, nor to attacks upon his honour and reputation.

Everyone has the right to the protection of the law against such interference or attacks.

Right to Privacy

https://www.un.org/en/about-us/universal-declaration-of-human-rights

https://www.icj-cij.org/statute

https://www.un.org/en/about-us/universal-declaration-of-human-rights
https://www.icj-cij.org/statute


European Convention on Human Rights (ECHR)

- An instrument of the Council of Europe

- 46 Member States of the Council of Europe

- Binding upon ratification

- Subparagraph 2 of Article 8 counts the exceptions of right to privacy.

Article 8 of ECHR

Everyone has the right to respect for his private and family life, his 

home and his correspondence.

Right to Privacy

https://www.echr.coe.int/documents/d/echr/convention_ENG

https://www.echr.coe.int/documents/d/echr/convention_ENG


Turkish Constitution specifically includes provisions; 

- Privacy and protection of private life,

- Freedom of thought and opinion

- Freedom of expression and dissemination of thought

- Rights and freedoms of assembly

National Impact: Turkish Constitution - Article 90

“International agreements duly put into effect have the force of law. No appeal to the

Constitutional Court shall be made with regard to these agreements, on the grounds that they

are unconstitutional. In the case of a conflict between international agreements, duly put

into effect, concerning fundamental rights and freedoms and the laws due to differences

in provisions on the same matter, the provisions of international agreements shall

prevail.”

+

https://www.anayasa.gov.tr/media/7258/anayasa_eng.pdf

https://www.anayasa.gov.tr/media/7258/anayasa_eng.pdf


- International agreements duly put into effect are part of Turkish domestic law and

overrides other law that are contradictory to the international agreements pertaining

to human rights.

- Turkish Constitution - Article 20

“Privacy of private life

Everyone has the right to demand respect for his/her private and family life. Privacy

of private or family life shall not be violated.

(...)

Everyone has the right to request the protection of his/her personal data. This right

includes being informed of, having access to and requesting the correction and

deletion of his/ her personal data, and to be informed whether these are used in

consistency with envisaged objectives. Personal data can be processed only in

cases envisaged by law or by the person’s explicit consent. The principles and

procedures regarding the protection of personal data shall be laid down in law.”

https://www.anayasa.gov.tr/media/7258/anayasa_eng.pdf

https://www.anayasa.gov.tr/media/7258/anayasa_eng.pdf


How can privacy be protected 

in the digital age?
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https://unctad.org/page/data-protection-and-privacy-legislation-worldwide


How can human rights and fundamental 

freedoms be protected in the case of AI systems?



First-ever international legally binding treaty in AI, democracy 

and rule of law.

Article 4 – Protection of human rights

Each Party shall adopt or maintain measure to ensure that the

activities within the lifecycle of artificial intelligence systems are

consistent with obligations to protect human rights, as enshrined

in applicable international law and in its domestic law.

Article 7 – Human dignity and individual autonomy

Article 8 – Transparency and oversight

Article 9 – Accountability and responsibility

Article 10 – Equality and non-discrimination

Article 11 – Privacy and personal data protection

Article 12 – Reliability

Article 13 – Safe innovation

Council of Europe - Committee of Artificial 

Intelligence (CAI) Framework Convention

https://rm.coe.int/1680afae3c

https://rm.coe.int/1680afae3c










Case Studies: Ethical and 

Legal Dilemmas





Smart City Sensors Tracking 

Vehicles & People

Scenario: City deploys smart sensors

to monitor traffic and pedestrians for

urban planning.

Real Life Example: Toronto’s

Sidewalk Labs smart city project

(2019) — cancelled among other

reasons (high costs etc.) and backlash

over privacy and surveillance

concerns.

https://www.marketplace.org/episode/2024/12/04/why-googles-smart-city-failed

https://www.marketplace.org/episode/2024/12/04/why-googles-smart-city-failed


● Surveillance & Privacy: Continuous data collection can violate

individuals’ reasonable expectation of privacy in public spaces.

● Consent: Citizens are rarely given meaningful consent options.

● Purpose limitation: Data might later be used for unrelated

purposes, like law enforcement, training of AI system or

commercial profiling.

● Transparency: Residents often don’t know what data is collected,

by whom, or for how long.

● Human dignity: Treating people as data points to optimize city

efficiency risks dehumanizing them and ignoring their right to live

without constant monitoring.

Ethical and Legal 

Concerns



AI Chatbots for Tax or Social Service 

Enquiries

Scenario: AI chatbot/automated debt

assessment system using citizens’ sensitive

financial or welfare data.

Real Life Example: Australia’s Centrelink

“robo-debt” (2016–2020) — automated debt

recovery based on faulty AI-generated

calculations.

“It had forced some of the country's poorest

people to pay off false debts.”

“[It's] a bit like the Mafia saying, you know:

'You owe me money. Do I have to prove that

you owe me money? No I don't.'

https://www.abc.net.au/news/2019-06-27/centrelink-robo-debt-system-extortion-former-tribunal-member/11252306

https://www.bbc.com/news/world-australia-66130105

“20,000 people sent Centrelink 'robo-

debt' notices found to owe less or 

nothing”

https://www.abc.net.au/news/2019-06-27/centrelink-robo-debt-system-extortion-former-tribunal-member/11252306
https://www.bbc.com/news/world-australia-66130105
https://www.smh.com.au/public-service/20000-people-sent-centrelink-robodebt-notices-found-to-owe-less-or-nothing-20170913-gyg8mm.html


● Accuracy & fairness: The algorithm generated

thousands of false debt notices, causing harm to

vulnerable citizens.

● Accountability: Citizens found it hard to challenge

decisions made by an opaque system.

● Human dignity: Treating individuals as mere data points

undermines their dignity and trust in public services.

● Right to property: Wrongfully issued debts and enforced

repayments violated citizens’ right to property.

Ethical and Legal 

Concerns



Predictive analytics ranks families 

for potential child abuse risk

Scenario: Predictive analytics ranks

families for potential child abuse risk.

Real Life Example: Allegheny Family

Screening Tool (AFST)

“AFST assigned a risk score of child

maltreatment for a 14-year-old living in a

bad conditioned house three times higher

than for a 6-year-old potentially facing

abuse and homelessness.”

https://theses.hal.science/tel-04775522/file/138242_MAKHLOUF_2024_archivage.pdf

https://www.pbs.org/newshour/nation/ap-report-doj-examining-ai-screening-tool-used-by-pa-child-welfare-agency

https://theses.hal.science/tel-04775522/file/138242_MAKHLOUF_2024_archivage.pdf
https://www.pbs.org/newshour/nation/ap-report-doj-examining-ai-screening-tool-used-by-pa-child-welfare-agency


● Bias & discrimination: Low-income, minority families are

disproportionately flagged as “high-risk” because of biased

historical data without due process.

● Transparency & explainability: Families and even caseworkers

may not understand how scores are calculated.

● Autonomy: Families lose agency over decisions about their lives

based on opaque scoring.

● Human Dignity: Families are reduced to a risk score, undermining

their inherent worth and right to be treated as individuals with

respect.

Ethical and Legal 

Concerns



https://www.journalofdemocracy.org/online-exclusive/why-romania-just-canceled-its-presidential-election/

https://www.journalofdemocracy.org/online-exclusive/why-romania-just-canceled-its-presidential-election/


https://www.bbc.com/news/technology-64075067

https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-

election
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https://www.bbc.com/news/technology-64075067
https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election
https://www.bbc.com/news/technology-45976300


Responsible AI and Best 

Practices



Foundations of AI 

Trustworthiness 

[NIST]

Validity and 

Reliability 

Accountability Interpretability

Safety Transparency Privacy

Security and 

Resilience

Explainability Fairness

ISO/IEC TR 

24028:2020

Reliability Availability Resilience

Security Privacy Safety

Accountability Tranparency Integrity

Authenticy Quality Usability



Suggestions & Best Practices

AI Literacy Trainings

Public sector AI actors should 

take measures ensuring that 

their personnel, suppliers and 

users have adequate level of 

understanding for AI literacy.

Not One-Size-Fits-All 

Approach

Trainings should be tailored based 

on the  needs of trainees, their 

professional fields, their level of 

expertise, and the development 

and development context of AI 

technologies.. 



Suggestions & Best Practices

Appropriate Measures

Public institutions should take 

appropriate technical and 

organizational measures to 

ensure that AI technologies work 

in line with its intended purpose. 

Avoid Appointing 

Officials Without AI 

Competence

Human oversight measures and 

controls should be assigned to 

persons with the necessary 

competence, training and authority.



Suggestions & Best Practices

Ensuring 

Transparency 

Public officials should inform 

natural persons or institutions 

when they use AI systems in 

decisions affecting these parties.

Not Just Information 

Individuals and institutions 

should have the right to object 

to decisions made by public 

institutions using artificial 

intelligence technologies.



Suggestions & Best Practices

Fundamental Rights 

Impact Assessment

Public institutions should 

conduct Fundamental Rights 

Impact Assessment (FRIA) 

before the development and 

deployment of AI technologies. 

Not Only One Stage 

But Throughout the 

Lifecycle
FRIA should be performed even 

after the deployment of AI 

technologies, if the sources of 

risk diversify, the level of risk 

increases, or if there is any 

change in the AI itself or in the 

context of deployment.



Suggestions & Best Practices

ISO/IEC 42001: AI Management System: It is applicable to any organization, regardless

of size or type, involved in developing, providing, or using AI systems. It focuses on

integrating AI governance into existing management structures to ensure responsible AI

practices.

ISO/IEC 42005: AI System Impact Assessment: It offers a structured approach for

organizations to assess the implications of AI systems throughout their lifecycle, from

design to deployment and provides guidance on conducting impact assessments for AI

systems to evaluate potential effects on stakeholders and society.

ISO/IEC 23894: AI Risk Management: It is applicable to organizations developing,

deploying, or using AI systems, focusing on identifying, assessing, and mitigating AI-

related risks. ISO/IEC 23894 offers guidance on managing risks associated with AI

systems to ensure they operate safely and effectively.



Goals for Future

● Future Research: Possible Impacts From the Integration

of AI Technologies with Other Emerging Fields (e.g.

NeuroTech)

● Harmonized Interoperable Standards for AI

Technologies

● Ensuring Adequate AI-Literacy Globally

● Global Consensus on the Minimum User Protection

Requirements in the Context of AI



selen.denemec@cbddo.gov.tr

mailto:selen.denemec@cbddo.gov.tr

